Fifty Shades of Personal Data — Partial
Re-Identification and GDPR

Jan Wﬂlemson[0000—0002—6290— 2099]

Cybernetica AS, Narva mnt 20, 51009 Tartu, Estonia

Abstract. This paper takes a look at data re-identification as an eco-
nomic game where the attacker is assumed to be rational, i.e. performs
attacks for a gain. In order to evaluate expectancy for this gain, we need
to assess the attack success probability, which in turn depends on the
level of re-identification. In the context of GDPR, possibility of various
levels of re-identification is a grey area — it is neither explicitly prohibited,
nor endorsed. We argue that the risk-based approach of GDPR would
benefit from greater clarity in this regard. We present an explicit, yet
general, attacker model that does not fit well into the current treatment
of GDPR, and give it a high-level game-theoretic analysis.
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1 Introduction

Even though the European Union’s General Data Protection Regulation (GDPR)
became binding already in 2018, there are still active discussions ongoing about
its interpretation and enforcement mechanisms. Among other notions, the core
terms of personal data together with its counterparts of pseudonymous and
anonymous data have definitions standing far from mathematical rigour.

As a result, the rules for deciding whether data should be considered personal
(so that GDPR applies) or anonymous (so it does not) are heuristic and open
to subjective assessment.

On one hand, GDPR Art. 4(1) gives a definition of personal data depending
only on whether the person can be identified completely (even if this complete
identification is indirect):

[ ..] ‘personal data’ means any information relating to an identified or
identifiable natural person (‘data subject’); an identifiable natural person
is one who can be identified, directly or indirectly, in particular by refer-
ence to an identifier such as a name, an identification number, location
data, an online identifier or to one or more factors specific to the phys-
ical, physiological, genetic, mental, economic, cultural or social identity
of that natural person;

On the other hand, Recital 26 talks about identification as a process that
depends on some likelihoods, costs, etc.:



To determine whether a natural person is identifiable, account should be
taken of all the means reasonably likely to be used, such as singling out,
either by the controller or by another person to identify the natural person
directly or indirectly. To ascertain whether means are reasonably likely
to be used to identify the natural person, account should be taken of all
objective factors, such as the costs of and the amount of time required
for identification, taking into consideration the available technology at
the time of the processing and technological developments.

Additionally, Art. 11 together with Recital 57 describe a situation where the
controller’s ability to identify a person may change over time. However, it is left
unclear whether this change is considered to be gradual, or going from 0% to
100% or back in an instant.

In this paper we are going to study the question of the level of identifiability
more closely. To put this study into context, we are going to consider identifica-
tion not merely as a process on its own, but as part of an attack by a rational
(i.e. economically incentivised) attacker.

On one hand, such an approach should fit relatively well into the current setup
of GDPR as it is argued to take a risk-based approach to data protection [16,
11]. Indeed, Art. 32 is concerned with security of processing, Art. 35 states the
need and approach to data protection impact assessment, and several recitals
contain further guidelines for risk assessment. However, none of them refers to
any attacker models (e.g. attacker motivation, capabilities, etc.).

This observation is surprising from the rational risk analysis point of view.
By omitting a well-defined goal, it will be impossible to conclude whether the
protection measures taken are efficient or not. A clear understanding of the
targeted attacker profiles is a necessary precondition for a rational risk analysis
process [3,17].

As already mentioned above, GDPR does not explicitly refer to the possi-
bility of partial identifiability (or related concepts like inference). Purtova [15]
has reviewed the main recent interpretations of identification under the GDPR,
but all of them assume ’singling out’ a person one way or another. Out of the
five considered typologic categories (look-up, recognition, session-related, clas-
sification and personalisation), classification and personalisation have potential
to allow identification in an ambiguous manner as well. However, both of them
are further explicitly limited to only give rise to identification if they point to a
single person [15].

We argue that such an interpretation is too narrow to address the whole spec-
trum of potential privacy issues stemming from data re-identification. Of course,
it is possible to take a stance that even partial identification is identification and
GDPR should apply. However, as we will see in Section 3, under a reasonable
definition, almost every dataset is partially identifiable for its subjects.

This is not just an artefact of a well-chosen theoretical construction. Proba-
bilistic nature of data subject re-identification has been observed over and over
again in practice [9,5,6]. On the other hand, identification does not have to be



perfect in order to allow for attacks against the data subject. We will elaborate
further on this idea in Section 2.

GDPR acknowledges identification as a process that involves effort and re-
quires resources like extra data or time, (see Art. 11 and Recital 26). However,
this effort is considered only in the context of identifying one person, and not
as cost amortised over many subjects. As a result, it is unclear how to treat e.g.
opportunistic attackers who get a hold of a dataset and try to see how many
subjects they can identify without really targeting anyone in particular.

In the rest of the paper we will attempt to address the shortcomings observed
above by defining an explicit attacker model and deriving a cost-benefit risk

assessment framework to better understand how a data privacy target can be
defined.

2 An attacker model

We will consider scenarios where the attacker can get full access to a dataset
that has been sanitised using some anonymisation technique in preparation for
the release [12]. Note that we do not cover here the techniques that limit the at-
tacker capabilities (allowing only pre-filtered queries, forcing computations over
encrypted or secret-shared data, giving access to the queries only via controlled
hardware environments, etc.).

From the risk analysis point of view, the exact process of obtaining the sani-
tised dataset is not so important. For example the data controller may have
made it available in downloadable form for research purposes [14, 22, 8].

Consider the scenario where the attacker does not have a prior target, but
is opportunistically interested in finding out private information about some
subjects.

Based on the nature of the dataset and/or the obtained information, the
attacker may decide upon his further actions. In order to facilitate rational risk
analysis, assume that the information carries some (financial) incentive for the
attacker — e.g. it could be sold to the yellow media, or the data subject could be
blackmailed.

In order to discover something interesting, the attacker invests some resources
like his own time and effort to analyse the dataset.

As an illustrating example, consider the attacker’s task of identifying the
subject based on location data. It is known that only a few data points from
mobile phone location trace are sufficient to uniquely determine a data subject [8,
22, 21].

However, matching a unique trace to a natural person still requires additional
effort. Assume the attacker has identified a person who passes through the same
locations more or less regularly. A relatively simple way for identifying this
person is to physically go to the traced locations and observe people passing
by at the traced times. Note that observing the same locations on consecutive
days on one hand means a bigger effort investment. On the other hand it also



allows to narrow down the list of possible candidates more efficiently, translating
into higher identification probability for every member in that list.

Of course, the attacker does not necessarily get the list down to a single
element. However, this does not mean that the attack was unsuccessful.

For our example of a financially motivated attacker, partial information is
useful, too. Say, he is able to narrow the list down to g people, one of them being
a well-known politician. If the initial data analysis suggests that one member
of the candidate list frequently visits the red light district, the attacker can
make a guess even if he has not observed the politician directly in that area.
Probability of the guess being correct is %. If the attacker decides to blackmail
the politician requesting for price p, and assuming the victim pays when the
attacker guessed correctly, the attacker’s expected outcome of this economic
game is still % monetary units.

There are two lessons to learn here. First,

Re-identification does not have to be complete in order to facilitate suc-
cessful attacks.

And second,

Attacker’s success in re-identification of the data subject(s) depends on
the effort he is willing to invest.

Thus, in order to adequately analyse attacker behaviour, it is not sufficient to
consider just a single attack scenario with a specific amount of investment.
Rather, a full spectrum of possible investments and returns needs to be eval-
uated.

3 Cost-benefit considerations

From the attacker’s point of view, attacking involves various kinds of costs vary-
ing from direct cash and time expenses to potential penalties [7]. For the sake
of simplicity, we will consider all the costs to have monetary units in this pa-
per. Among other things, this approach allows us to compare the costs to the
potential gains of the attack.

In order to assess these gains, we need to quantify the outcome of the re-
identification attack. Different measures have been proposed in the literature [18,
19,5,10, 13]. In this paper, we will build on the approach proposed by Benitez
and Malin [5].

They start from anonymised health datasets and match them to (semi)public
records of voter lists based on socidemographic parameters. Benitez and Malin
proceed to estimate the expected number R of re-identifications and the cost C
required for the analysis (which in their case means purchasing access to voter
registration lists). The ratio % then shows the expected cost per re-identification.

Let’s augment this reasoning with benefit analysis. We note that not every
re-identification is equally valuable for the attacker. Some high-profile persons
are likely to yield a considerably higher outcome than most of the population.



In general, for every data subject S; we assume a ’fair price’ p; that the attacker
can get for their identification (e.g. by selling the re-identified dataset on a black
market). Remember that the identification is not necessarily perfect, but may
refer to a group of size g; (achieving g;-distinction in terms of Benitez and Malin).
Thus the expected outcome for the attacker from the identified data subject S;

is %, and the total expected outcome over the whole population is

T:Z%’. (1)

A rational attacker would only attack if this sum exceeds the cost of iden-
tification C'. Note, however, that before the attack the attacker is only able to
determine C, but not 7', as he does not know a priori who the identified subjects
will be, nor how small group sizes he will be able to identify. This may seem like
an advantage for the party responsible for data anonymisation, but this is not
necessarily the case.

Note that the attacker does not need the exact prior knowledge of T, but only
the inequality 7' > C. An experienced attacker can make educated guesses based
on his previous experience with the given type of data, the anonymisation mech-
anism used, and current black market prices. Assuming he runs re-identification
attacks as a part of a larger systematic venture, he can also accept an occasional
loss as long as he is profitable across the whole business.

We already saw in Section 2 that the outcome T, in general, depends on the
investment C. We can now concretise this observation as follows.

The expected outcome T depends on the investment C in a monotonously
mcreasing manner.

Justification of this claim is straightforward. If the attacker has a strategy
that gives him the outcome T as a result of investment C, he still has the same
strategy available with resources C; > C. This means that with the optimal
strategy, he can only get a better result 77 > T

Even though monotonous, this increase does not have to be strict. In fact,
we can expect T'(C) to be a stepwise function, see example depicted in Figure 1.
Some initial level of positive outcome may already be achievable with essentially
zero investment (e.g. by downloading freely available public datasets and running
some easy analysis). However, in order to substantially improve the result, the
attacker needs a qualitatively improved approach that costs him a non-trivial
amount of resources (e.g. purchasing an additional dataset from a black market).
There may be several such strategy improvements until the maximal achievable
level of outcome T is reached.

Figure 1 also shows the line C' = T corresponding to the break-even strate-
gies. Everything above this line is beneficial to the attacker, whereas the strate-
gies below incur a loss.

Even though Figure 1 is just a sketch and does not correspond to any real
analysis, there are two interesting observations to make here.

First,



Fig. 1. Sample behaviour of outcome of the re-identification attack game

the attacker does not necessarily have just one profitable strategy, but he
may have several.

Thus, in the risk analysis, it is not sufficient to cover just one or two strategies,
but the whole spectrum must be considered. This is of course far from being
trivial, and this is what really makes risk analysis a hard task.

Second,

if the attacker is able to achieve even a marginal partial re-identification
with zero cost, and there exists a subject S; with positive attacker profit
pi, the attacker already has a profitable strategy.

Indeed, note that in the equation (1) we have g; > 0 for every i. Thus, if there
exists a subject S; with positive attacker profit p;, we also have T' > 0. We can
conclude that existence of profitable attacker strategies is practically inevitable.

4 Discussion

Of course, the economic game model presented above is greatly simplified. Be-
sides just inferring personal information, the attacker would also need to use
some resources to turn this information into real profit (e.g. actually blackmail
someone). Such a need incurs extra costs for the attacker both in therms of his
own efforts and potential penalties. This in turn may influence the cost-benefit
considerations presented in Section 3.

On the other hand, publishing sanitised datasets is not done just for fun, there
is at least a social benefit in there, and we should account for that as well. Wan
et al. have studied this setting and found that it is possible to find an equilibrium
in this game that actually allows publishing more data than just following the



default regulations (U.S. Health Insurance Portability and Accountability Act
(HIPAA) in their case) [20].

There are of course more aspects to this game than just the search for equi-
librium. The benefits of the game are social (e.g. higher-quality research and
better policy decisions), whereas the consequences of the data inference attacks
must be carried by the persons (e.g. in the form of being subjected to blackmail-
ing attacks). This suggests that, as a part of a complete data release policy, the
society may also need to establish recovery mechanisms for the breach victims.
Possible measures include insurance and setting some of the extracted social
outcome aside for compensation.

5 Conclusions and future work

GDPR fails to explicitly mention the issue of partial identification, nor does
it refer to clear guidelines what to do in this case. Of course, one can take a
viewpoint that even a partial identification is identification and GDPR should
apply to the full extent. However, we argue that such a viewpoint is not rational
as it would efficiently render any practical dataset as containing identifying data.
This in turn would contradict the spirit of Recital 26 that speaks of taking
objective factors (like potential attacker effort) into account when deciding about
the likelihood of identification.

In practice, there are many possible levels of identifiability, and this situation
should be addressed explicitly in the GDPR framework. One option would be
to move away from the current binary approach where GDPR either does not
apply at all or applies to the full extent. In case of partially indentifiable data,
it should be possible to apply GDPR only partially as well.

It is worth noting that under the previous European data protection regula-
tion (Directive 95/46/EC), Article 29 Data Protection Working Party released
an opinion on anonymisation techniques [2]. This opinion explicitly considered
the threat of inferring some partial information about the data subjects, even
though no attempt was made to actually quantify the level of inference. For
GDPR, similar guidelines are still in the planning phase at the time of this writ-
ing (early 2022) [1]. A position paper published in 2021 jointly by the European
Data Protection Supervisor and Spanish Data Protection Agency is working in
this direction stating that anonymisation is not a binary concept, and it is wrong
to assume that it always reduces the risk of re-identification to zero [4].

The current paper did not propose a specific cost-benefit analysis methodol-
ogy. Agreeing on one presumes a lot of discussions and is ultimately a political
decision. The main message of the current paper is that this decision should
take into account incentives of the actors involved. Most importantly, decisions
about protection mechanisms should be based on the potential attack scenarios
and not just some general rules-of-thumb.

The attack scenarios, in turn, depend on the value of the data to the attacker.
This value is a continuous parameter that does not require subject identification
to be 100% reliable. Even marginal success probability may be sufficient to mount



a profitable attack. This consideration should be explicitly addressed by the
relevant data protection regulations including GDPR.
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