
Probabilisti
 proofs



A vertex 
olouring with k 
olours of a graph G = (V;E) is

a mapping 
 : V ! f1; : : : ; kg, su
h that 
(u) 6= 
(v) for

any edge (u; v) 2 E.

The 
hromati
 number �(G) of a graph G is the smallest

k, su
h that G has vertex 
olouring with k 
olours.

The girth g(G) of a graph G is the length of the shortest


y
le in G.

A graph with a large girth �lo
ally looks� like a tree. Trees


an be 
oloured with two 
olours. Nevertheless

Theorem. For any k 2 N there exists a graph G, su
h

that g(G) > k and �(G) > k.

Proof follows. . .



A probability distribution on a set X is a fun
tion � :

X −→ [0; 1℄, su
h that

P

x2X

�(x) = 1.

(we assume that X is �nite)

An event on a set X is a subset A � X.

Let � be �xed. Then P(A) =

P

x2A

�(x).

If A;B � X, then P(A [B) � P(A) +P(B).



Let F : X −→ R

+

. F 
an be seen as a random variable

with the distribution �.

The mean of F is E(F ) =

P

x2X

�(x)F (x).

E is linear: E(F +F

0

) = E(F ) +E(F
0

). This holds even if

F and F

0

are not independent.

If F (X) � f0; 1g, then E(F ) = P(F = 1).

If A � X, then let �

A

be its 
hara
teristi
 fun
tion. Then

E(�
A

) = P(A).

If F (X) � N , then E(F ) � P(F > 0).



Lemma (Markov's inequality). Let F be a random vari-

able and a > 0. Then

P(F � a) � E(F )=a :

Proof.

E(F ) =

X

x2X

�(x)F (x) �

X

x2X

F (x)�a

�(x)F (x)

�

X

x2X

F (x)�a

�(x) � a = P(F � a) � a : �

This inequality is helpful for showing that P(F < a) is

large.



Let p 2 [0; 1℄. De�ne the following probability distribution

G(n; p) on the set G

n

of n-vertex labeled graphs:

Pi
king G a

ording to G(n; p) (denote G  G(n; p)) pro-


eeds as follows:

� V (G) := fv

1

; : : : ; v

n

g. Let E(G) := ;.

� For all i 2 f1; : : : ; n� 1g and j 2 fi+ 1; : : : ; ng:

� Toss a 
oin, where the probability of heads is p.

� If the result was heads, then E(G) := E(G) [

f(v

i

; v

j

)g.

� The 
oin-tosses must be mutually independent.

In the following denote q = 1� p.



Example. Pi
king an (unlabeled) graph a

ording to G(3; p)

gives us the following graphs with the following probabili-

ties:

q

3

3pq

2

3p

2

q

p

3

E(�) = 3pq

2

+6p

2

q+p

3

. If p = q = 1=2, then E(�) = 5=4.



Let G  G(n; p). Let H be a �xed graph with n

0

� n

verti
es and m

0

edges.

Let  : V (H) −→ V (G) be an inje
tive fun
tion. The

probability that  lo
ates a 
opy of H as a subgraph of G,

is p

m

0

.

The probability that  lo
ates an indu
ed subgraph H of

G is p

m

0

q

(

n

0

2

)

�m

0

.

In general, P(H →֒ G) �

P

U�V (G)

jU j=n

0

P(H

�
=

G[U ℄).

This sum is the average number of times H o

urs in G as

an indu
ed subgraph.



Lemma. Let G  G(n; p). The average number of k-

vertex 
liques in G is

�

n

k

�

p

(

k

2

)

and the average number of

k-vertex independent sets is

�

n

k

�

q

(

k

2

)

.

Proof. Fix U � V (G), su
h that jU j = k. The probability

that U is a 
lique is p

(

k

2

)

.

The average number of 
liques in position U is p

(

k

2

)

.

There are

�

n

k

�

possible positions, and we 
an just add the

averages. �

Let �(G) be the size of the largest independent set that G


ontains. Then P(� � k) �

�

n

k

�

q

(

k

2

)

.

Re
all that �(G) � n=�(G), where n is the number of

verti
es of G.



Denote

n

k

= n(n� 1)(n� 2) � � � (n� k + 1) :

Lemma. Let G  G(n; p). The average number of 
y
les

of length k � 3 in G is p

k

n

k

=2k.

Proof. A 
y
le of length k is determined by a sequen
e

(v

1

; v

2

; : : : ; v

k

) of di�erent verti
es of G.

Su
h a sequen
e 
an be 
hosen in n

k

di�erent ways. Ea
h


y
le 
orresponds to 2k su
h sequen
es.

The probability thatG 
ontains the edges (v

1

; v

2

), (v

2

; v

3

),. . . ,

(v

k�1

; v

k

), (v

k

; v

1

) is p

k

. �



Let X

k

(G) be the number of 
y
les of length at most k in

the graph G. If G G(n; p), then

E[X
k

℄ =

k

X

i=3

n

i

2i

p

i

�

1
2

k

X

i=3

n

i

p

i

�

8
<

:

k�2

2

n

k

p

k

; if np � 1

k�2

2n

3

p

3

�

1

1�np

; if np < 1

This is an upper bound for P(g � k).



To show the existen
e of a graph G with g(G) � k and

�(G) � k we 
ould try to �x n and p so, that

P(g � k � 1) +P(� � n=k) < 1 :

It turns out that there are no su
h n and p. . .



We will show that we 
an �x n and p so, that

� P(X

k

� n=2) < 1=2;

� P(� � n=2k) < 1=2.

We �x p as a fun
tion of n so, that both of those

probabilities approa
h 0 if n!1.

Hen
e there exists an n-vertex graphG 
ontaining less than

n=2 
y
les of length � k, and no independent set of size

n=2k. Let H be a graph obtained from G by removing one

vertex from ea
h of those short 
y
les.

jV (H)j > n=2. Obviously g(H) > k and �(H) < n=2k <

jV (H)j=k. Hen
e k 
olours are not su�
ient to 
olour H.



Fix " 2 R , su
h that 0 < " < 1=k. Let p = n

"�1

. Then

0 < p � 1.

P(X

k

� n=2) � E[X
k

℄=(n=2) �

k � 2

2 � (n=2)

n

k

p

k

=

(k � 2)(np)

k

=n = (k � 2)n

k"�1

� be
ause np = n

"

� n

0

= 1.

As k"� 1 < 0, the above expression tends to 0 if n!1.



Let r be su
h, that n � r � n=2k.

Note that p � (6k lnn)=n if n is large enough.

P(� � r) �

�

n

r

�

q

(

r
2

)

� n

r

q

r(r�1)

2

= (nq

(r�1)=2

)

r

�

(ne

�p(r�1)=2

)

r

= (ne

�pr=2+p=2

)

r

� (ne

�(3=2) lnn+p=2

)

r

�

(nn

�3=2

e

1=2

)

r

= (e=n)

r=2

:

� be
ause 1� p � e

�p

if 0 � p � 1

� be
ause of the lower bounds on r and p

If n ! 1, then e=n ! 0 and r=2 ! 1. Hen
e the whole

expression tends to 0. �



Let us now 
onsider simple graphs with 
ountably many

verti
es. In parti
ular, 
onsider graphs distributed a

ord-

ing to G(N ; 1=2).

Theorem. Let G

1

 G(N ; 1=2) and G

2

 G(N ; 1=2),

where G

1

and G

2

are two independent random variables.

Then the following event o

urs with probability 1:

There exists an isomorphism from G

1

to G

2

.

In other words, there exists exa
tly one random 
ountably

in�nite simple graph.



Consider the following property (*), that a graph G =

(V;E) may or may not satisfy:

� for any �nite U;W � V , where U \W = ;

� exists z 2 V n(U [W )

� su
h that

� for all u 2 U , (u; z) 2 V ;

� for all w 2W , (w; z) 62 V .



Lemma. Let G  G(N ; 1=2). Then G satis�es (*) with

probability 1.

Proof. Fix U and W . If we also �x z, then the probability

of (*) holding is 1=2

jU j+jW j

. We have in�nitely many 
hoi
es

for z, thus the probability of (*) holding for some 
hoi
e

of z is 1. �



Lemma. Let G

1

= (V

1

; E

1

) and G

2

= (V

2

; E

2

) be two


ountably in�nite simple graphs that satisfy (*). Then

G

1

�
=

G

2

.

Proof. Identify both V

1

and V

2

with N .

We 
onstru
t the isomorphism ' : V

1

! V

2

in rounds.

� In the beginning, ' is everywhere unde�ned. Ea
h

round de�nes ' for one element of V

1

(and V

2

).

� For any v

1

2 V

1

, '(v

1

) will be de�ned after a �nite

number of rounds.

� For any v

2

2 V

2

, '

�1

(v

2

) will be de�ned after a �nite

number of rounds.

After 
ountably many rounds, we have a uniquely de�ned

bije
tion between V

1

and V

2

. It will be an isomorphism.



n-th round (for odd n):

� Let x

n

= minfx 2 V

1

j'(x) is unde�nedg.

� Let U

n

= fv 2 V

1

j (x

n

; v) 2 E

1

^ '(v) is de�nedg.

� Let W

n

= fv 2 V

1

j (x

n

; v) 62 E

1

^ '(v) is de�nedg.

� By (*) for G

2

, there exists some y

n

2 V

2

n('(U

n

) [

'(W

n

)), su
h that y

n

is 
onne
ted to all verti
es in

'(U

n

) and to no verti
es in '(W

n

).

� '

�1

is de�ned only for verti
es in '(U

n

) [ '(W

n

),

� hen
e '

�1

(y

n

) is not de�ned.

� Let the new value of ' be '[x

n

7! y

n

℄.



n-th round (for even n) (just swap G

1

and G

2

):

� Let y

n

= minfy 2 V

2

j'

�1

(y) is unde�nedg.

� Let U

n

= fv 2 V

2

j (y

n

; v) 2 E

2

^ '

�1

(v) is de�nedg.

� Let W

n

= fv 2 V

2

j (y

n

; v) 62 E

2

^ '(v) is de�nedg.

� By (*) for G

1

, there exists some x

n

2 V

1

n('

�1

(U

n

) [

'

�1

(W

n

)), su
h that x

n

is 
onne
ted to all verti
es in

'

�1

(U

n

) and to no verti
es in '

�1

(W

n

).

� ' is de�ned only for verti
es in '

�1

(U

n

)['

�1

(W

n

),

� hen
e '(x

n

) is not de�ned.

� Let the new value of ' be '[x

n

7! y

n

℄. �

From those two lemmas, the theorem immediately follows.

�


